
Identifiability with sparsity

Decompose a low-rank matrix with known coefficient sparsity.


M = UV ,
rank(M) = rank(U) = r ,
‖V (:, j)‖0 ≤ k = r − s < r ∀j .

Many existing theoretical results (see, e.g., [Gribonval 16]) and algorithms
(Dictionary Learning). But:

% Not many results specific to the low-rank case

% Only two deterministic identifiability results [Elad 06, Georgiev 05]

% Not much in the NMF case except `1 regularization
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Identifiability with sparsity: example

Example: p = 3, r = 3, s=sparsity=1, n = 9.

data points
first decomposition

second decomposition
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Identifiability results

Theorem

Let M = UV where rank(U) = rank(M) = r and each column of V has at
least s zeros. The factorization (U,V ) is essentially unique if on each

hyperplane spanned by all but one column of U, there are
⌊
r(r−2)

s

⌋
+ 1

data points with spark r .

! For s = 1, this requires r3 − 2r2 + r data points and it is tight up to
the constant r (counter examples for any n = r3 − 2r2).

! For s = r − 1, this requires r data points and it is tight (one on each
intersection of r − 1 hyperplanes).

! It is tight up to constant factors for any s = βr for any fixed constant
β.

! Nonnegativity not taken into account in the analysis, it helps both in
theory and in practice: further work.

[CG19] J.E. Cohen and N. Gillis, ”Identifiability of Complete Dictionary Learning”,
SIAM J. on Mathematics of Data Science 1 (3), pp. 518-536, 2019.
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Sparsity in action

Spectral unmixing, R = 6, s = 4

! Sparsity is another way to obtain identifiability for matrix
decompositions.

% Hard combinatorial problems to solve. . .
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What are we doing in Mons?
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What are we doing in Mons?

Pierre DH is exploring deep NMF M ≈ UV1V2 . . .V`.
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What are we doing in Mons?

Nicolas N is exploring sparse separable NMF
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What are we doing in Mons?

Andersen is exploring unimodal NMF
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What are we doing in Mons?

Christophe is exploring linear-quadratic NMF
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What are we doing in Mons?

Valentin is exploring constrained β-divergence NMF
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What are we doing in Mons?

François is exploring `1 symNMF for document classification
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What are we doing in Mons?

Maryam is exploring facet-based algorithms
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What are we doing in Mons?

Tim is exploring identifiability conditions
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What are we doing in Mons?

Hien is developing a general class of highly efficient algorithms for
non-convex non-smooth optimization
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Thank you for your attention!

Code and papers available from
https://sites.google.com/site/nicolasgillis
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